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Abstract. Three-dimensional (3D) object recognition is one of the fun-
damental tasks in computer vision applications, paving the way for all
other image understanding operations. Although the potential of 3D
object recognition is enormous, the information required for the spa-
tial processing of the information means that the practical applications
that end up being developed are very limited by the computational cost
of the algorithms and frameworks used. This manuscript seeks to collect
information on the most current review works in the literature. Thanks
to this, researchers and developers who start working in the field of 3D
object identification can find a compilation of the most important points
to understand the current context in this field.
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1 Introduction

Three-dimensional (3D) object recognition is one of the fundamental tasks in
computer vision applications, paving the way for all other image understand-
ing operations [9,13,19,25,26,36,41]. The demand for 3D object recognition
is increasing due to the widespread of its applications in areas such as arti-
ficial intelligence robots, automated driving, medical image analysis, and vir-
tual/augmented reality among other areas [3,18,20,21,23,24,32,35].

Although the potential of 3D object recognition is enormous, the information
required for the spatial processing of the information means that the practical
applications that end up being developed are very limited by the computational
cost of the algorithms and frameworks used [40]. This is why over time more and
more ways of working with three-dimensional image data have been developed
to optimize the applications that require their use [29]. Besides, the need for
better data bases that help in the creation of those frameworks and algorithms
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has driven the apparition of works like the one presented in [32], where the
databases created are the main focus.

This manuscript seeks to collect information on the most current review
works in the literature. Thanks to this, researchers and developers who start
working in the field of 3D object identification can find a compilation of the most
important points to understand the current context in this field: the algorithms
and databases used to develop and evaluate them. Since this work is part of the
“Technological Consortium TO develop sustainability of underwater Cultural
heritage” project (TECTONIC), which makes use of 3D images of the seabed,
we will also talk about related studies more specifically in this area.

The paper continues with an explanation of the 3D computer vision in Sect. 2.
This is followed by the study model in the Sect. 3 followed by a discussion of the
work found in the Sect. 4. Finally, the conclusions are detailed in the Sect. 5.

2 Background on 3D Object Identification

In this section it is going to be described a general background of the 3D com-
puter vision field. 3D computer vision can be broadly defined as technologies
that enable three-dimensional measurement or inspection of objects or surfaces
in 3D. One of the advantages of 3D computer vision over 2D computer vision is
that, in the case of occlusion, the views from different viewpoints can comple-
ment each other’s detail features of the object and achieve excellent recognition
performance. The data-sets used in 3D computer vision are created in different
ways:

– Laser profiling: Laser profiling is one of the most popular 3D imaging tech-
niques. The object being measured is moved through a laser beam as a camera
positioned at a known angle records the changing profile of the laser as the
object moves through it. This configuration is particularly popular on factory
production floors or packaging lines as it relies on the movement of the object
relative to the laser, meaning it is well suited to products on conveyor belts.

– Stereo imaging: Another popular 3D imaging technique is stereo imaging,
in which two cameras are used to record 2D images of an object that can
then be triangulated and converted into a 3D image. Like laser profiling,
these techniques also allow for object movement during measurement and
registration. The use of a random static illumination pattern can also give
arbitrary texture to flat surfaces and objects that do not have natural edges,
which many stereo reconstruction algorithms require.

– Fringe projection: In fringe projection, a fringe pattern is projected over the
entire surface to be measured. The image is recorded by a camera positioned
perpendicular to the object being measured. The point cloud created is capa-
ble of giving a height resolution up to two orders of magnitude higher than a
laser profiling method is capable of providing. Fringe projection is also more
scalable with a measurement area ranging from one millimeter to over one
meter.
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– Time of Flight: The time of flight method measures the time it takes for a
pulse of light to reach the object being measured and then return. The time
required to measure each point in the image will vary depending on the size
and depth of the object and therefore each point will provide this information
as they are measured.

There are different computer vision tasks, which can be classified as follows:

– Image classification. In this task, the image is assigned a label.
– Object localization. Once an object is located, a rectangle is drawn around

it.
– Object detection. In this task the two previous tasks are combined, an object

is located and a label is added to it.
– Instance segmentation. In this task, it is differentiated individuals of the same

category.
– Semantic segmentation. Distinguishes high-level categories of significance,

usually objects.
– Object recognition. Is a term that is used to referring all of the previous tasks

together [30].

Model based methods can be divided in: i) voxel-based methods, where the
objects can be represented as a 3D mesh, or ii) point-set-based methods, where
a set of unordered points is used for prediction tasks [7,16,39,40].

3 Research Model

In this section, we will explain the development of the study model carried out
in this work. To begin with, we want to answer the question: What has been
published so far in the field of object identification in 3D images? Therefore,
we have made use of the following macros: (“3D”) AND (“object recognition”)
AND (“review”).

Using the macros defined to search for academic articles in the ScienDirect
database, we found 4764 results. Of which 3 have been used for this work:

– Review of multi-view 3D object recognition methods based on deep learn-
ing [29]. This manuscript presents an updated review and classification on
deep learning methods for multi-view 3D object recognition. It also test these
methods on mainstream datasets to provide some results and insights on the
methods studied.

– Object recognition datasets and challenges: A review [32]. In this paper it
is provided a detailed analysis of 160 datasets that has been widely used in
the object recognition areas. It is also presented an overview of the object
recognition benchmarks and the metrics adopted for evaluation purposes in
the computer vision community.

– Review on deep learning techniques for marine object recognition: Architec-
tures and algorithms [37]. The survey presented in this work is mainly focused
in the marine object recognition methods based on deep learning for both,
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surface and underwater targets. It is described typical deep network frame-
works in three parts: image preprocessing, feature extraction, and recognition
and model optimization.

4 Discussion

In this paper, we have surveyed some of the reviews in the literature on object
recognition on 3D images. This work is necessary to find methods that have
worked in this field and that can be used for the TECTONIC project, which will
need to make use of these methods to label and identify objects in 3D images of
the seafloor.

Based on what’s said in [29], the use of deep learning techniques in multi-
view 3D object recognition has become one of the most researched topics. It
is because the deep learning techniques researched [2,6,17,22] can directly use
the pretrained and successful advanced classification network as the backbone
network, while thanks to the views obtained from multiple viewpoints it is pos-
sible to complement each one of the features of any object. There are still some
challenges existing in this research topic, that’s why many methods are being
proposed in the literature to tackle them [8,15,28].

There are some works that propose the use of a mature classification net-
work, such as VGG-M [4], VGG19 [33], GoogLeNet [34], AlexNet [14], ResNet-
18/50 [10], and DenseNet [12]. The classification network is pretrained by the
large-scale 2D datasets, to extract features at the view level, used then as the
backbone network [38]. To provide accurate object classification, view-level fea-
tures extracted need the use of feature fusion techniques. In the original work,
the method used was a simple max-pooling of the features, but it ignored the
relationship between the features. Other works of the literature proposed meth-
ods such as Recurrent Neural Networks (RNN) [1,27], Long Short-Term Memory
(LSTM) [11], dynamic routing [31], Graph Convolutional Neural Network (GCN)
[38]. In real-world applications, active camera viewpoints selection methods do
the task of object recognition by optimizing the number of view inputs, and
solving the occlusion problem, while reducing the cost of mobile robot [5].

From the study done in [29] it can be concluded that the existing 3D object
recognition methods, see Table 1, have demonstrated their advantages although
some aspects still need to be improved. E.g. passive selection methods are com-
putationally intensive, limiting their performance in multi-view 3D object recog-
nition. Another example is that the active views selection method requires all
views to be inputted, from which arise practical problems such as occlusion.
Because of these problems, advances in computer vision will require the auto-
matic selection of the best viewing angle of the object [41]. A view to be selected
as the best one should be the one with the most abundant image information and
the highest distinguishability. This requirement will help the network to achieve
the best recognition performance with as few views as possible while reducing
the cost of the mobile robot and getting rid of the occlusion problem.
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Table 1. Table summary of the techniques listed.

Type of method Techniques

Convolutional neural networks VGG-M [4]
VGG19 [33]
GoogLeNet [34]
AlexNet [14]
ResNet-18/50 [10]
DenseNet [12]

Recurrent neural networks Deep recurrent attention
model (DRAM) [1]
Visual attention model [27]
Long short-term memory
(LSTM) [11]

Capsules Dynamic routing [31]

Graphs in CNN View-graph convolutional
neural network (GCN) [38]

Multi-view deep neural network Veram [5]

In the manuscript [32] it’s been shown the importance of the size and quality
of datasets as the use of deep-learning techniques, which heavily rely on train-
ing data, spreads on the object recognition area. Also, the datasets are needed
to provide a fair benchmarking mean for competitions, proving to be instru-
mental to the advancements in the field, by providing quantifiable benchmarks
for the developed models. Also, it is being found the important of developing
new and more challenging datasets, as the algorithms mature and the existing
datasets become saturated. As a conclusion to the review, the authors state that
researchers need to find the appropriate training and testing mediums for their
desired applications.

In [37] authors exclusively focus on the deep-learning-based marine object
recognition. According to this manuscript, marine object recognition propose
various subproblems, such as the resolution (low, moderate and high) problem
of images, samples starvation in image and video data, complex marine envi-
ronmental factors, different degrees of model architectures, and optimizations
based on the supervised and unsupervised learning models. Based on the liter-
ature review provided, and to provide guidelines for the researchers, they list
the issues and challenges found as: i) the need to improve the public marine
datasets, ii) necessity of pre-training, iii) the need of a unified framework, iiii)
the fusion of multi-source features, v) fusion of multi-deep model, vi) sub-class
recognition, and vii) the general model structure. Furthermore, it is proven that
deep-learning methods, regardless of supervised or unsupervised, can be used in
object recognition underwater and the surface.
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5 Conclusion

In this article, we have conducted a study on the current context of computer
vision for object recognition in three-dimensional environments. From the study,
we found that deep learning techniques are the most widely used and investi-
gated so far. They have proven to be effective and practical. Furthermore, we
can conclude that the study, design, and development of new databases help
enormously in this area since deep learning techniques are highly dependent on
the data used and the current databases are starting to be saturated. Finally,
we have studied the context in which computer vision is found in the maritime
field. It can be said that object detection, both underwater and on the surface,
is following the same development steps as in other fields, with deep learning
techniques being the most widespread at present, which makes the development
of new public databases for this field even more necessary.

The present study is far from perfect, it could be improved, not only by
analyzing more works, but also to point out the advantages and disadvantages of
each of the works in the literature. Besides, a comparison between the techniques,
in different databases, applied to the maritime field could be a good way to
differentiate the work while improving its scientific contribution.
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